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Abstract—Jimminy is a wearable personal note-taking and note-archival

application that automatically displays notes that might be relevant to the wearer in

his current environment. The system selects old notes to show on a head-up

display based on the wearer’s current location, people in the immediate area, and

the subject-line and contents of any current notes being written. This paper

describes an experiment that evaluates the usefulness of the wearer’s physical

context (location and people in the area) for automatically finding useful archived

information. The results suggest that, while physical context can be used to

discover useful archived notes, the subject and text of notes currently being

entered are a much better indicator of usefulness in the personal note-taking

domain.

Index Terms—Wearable computers, intelligent agents, information retrieval,

context.
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1 INTRODUCTION

A Just-in-time Information Retrieval (JITIR) agent is software that
proactively retrieves and presents information based on a person’s
local context. JITIRs can be thought of as automatic “query-free”
search engines. Rather than using a human supplied query, the
JITIR uses elements of a person’s environment (physical or
computational) as an automatically executed query into a database
of potentially useful information. Any information that passes a
relevance threshold is automatically presented to the user, usually
via an interface that minimizes distraction should the information
not be relevant after all.

There are several desktop-based applications that meet the
definition of a JITIR, ranging from domain-specific to general
information applications. One domain-specific application is FixIt
[1], a system that delivers repair-manual entries to a technician
working with diagnostic software for copier repair. Another is
Coach [2], which provides automatic help with LISP programming
within the context of an integrated development environment.
Lumiere [3], the basis for the Microsoft Office Assistant, is an
example of a more general JITIR that provides help using a large
number of Microsoft products based on Bayesian user models.
More general still are Letizia [4], which suggests links to follow
based on a user’s Web-browsing activities, Watson [5], which
automatically performs Web searches based on text being written
or read in Microsoft Word, the Remembrance Agent [6], which
suggests personal email and documents based on text being
written or read in Emacs, and SUITOR [7], which displays stock
market quotes, headlines, and other information based on text in a
word processor or Web browser.

All the applications described above select information to
display based on a user’s computational environment: text being
written or read or interactions with a particular application.
Wearable and mobile computers provide the opportunity to
perform the same kind of query-free retrieval of information using
the wearer’s physical context such as his location, people in the
area, or date instead of only using the user’s computational
environment. However, most of the wearable and mobile applica-
tions of this kind are quite domain-specific and focus on providing

information that is especially suitable for indexing by the physical
features used in the system.

Location is an especially popular physical feature for automatic
presentation of information on a wearable system. Examples
include the Touring Machine [8] and Cyberguide [9], which
automatically provide information about nearby places of interest
in a city using GPS data. Similarly, the CIS Archeologist Field
Assistant [10] uses GPS data to automatically retrieve field data
collected about giraffes within a Kenyan game reserve. On a
smaller scale, several wearable and hand-held systems use location
to deliver information about exhibits at a conference or museum
[11], [12], [13].

Systems using physical context other than location have also
been developed. The DyPERS system [14] also presents informa-
tion about museum exhibits, but, instead of location, uses machine
vision to detect what painting a wearer of the system is currently
viewing. The Augment-able Reality system uses two-dimensional
bar codes attached to objects to bring up information whenever
that object is in view [15]. Finally, systems are being developed to
display biographical information about a person based on face-
recognition machine-vision software [16].

The mobile and wearable systems described above all use a
particular physical context to automatically retrieve information
intimately associated with that context. It is not clear, however,
how the use of physical context as an automatic query can
generalize to broader domains. In particular, it is not clear whether
physical context such as a person’s location or people in the area is
useful for automatically retrieving personal notes in an office
setting or from a person’s daily life.

The Jimminy system, also known as the Wearable Remem-
brance Agent, was designed to test the utility of physical context
cues for automatically retrieving information in a personal note-
taking system. Unlike the mobile systems described above,
Jimminy displays information that is not explicitly chosen to fit
well with the physical context being used for retrieval. The
question being addressed is how well physical context can work
when the association between information and physical context in
which the information was obtained is only implicit, as in the case
of personal notes in an office or home environment.

1.1 Jimminy (the Wearable Remembrance Agent)

Jimminy is a wearable system that senses a wearer’s location,
people in the area, and text being entered on a wearable computer,
and automatically displays information that might be relevant in
that environment on a head-up display. The program has two
concurrently running components, the note-taking environment
and the automatic retrieval environment. Both components operate
within the Emacs text-editor running on a Lizzy wearable
computer [17], outfitted with a Private Eye head-up display, a
Twiddler one-handed chording keyboard, a radio-frequency
receiver, and an infrared-receiver. Jimminy is based on a desktop
version called the Remembrance Agent [18], [6], which has the
same basic functionality but does not use any physical sensors. An
earlier version of Jimminy is described in [19].

Notes are entered using the one-handed keyboard and can be
touch-typed at a rate between 35 and 50 words per minute. New
notes are automatically tagged with a header indicating the
wearer’s current location, people in the area, and time and date.
A subject line can be manually entered. Notes are displayed in the
top 20 lines of the 320� 240 monochrome head-up display, using
80 percent of the screen real-estate.

The automatic retrieval component of Jimminy continuously
watches the environment (wearer’s location, people in the
immediate vicinity, subject of any notes being written, and the
text of any notes being written) and automatically displays up to
five one-line summaries of past notes that might be relevant to the
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current situation, given the sensed context (see Fig. 1). When the
environment is changing (for example, when the wearer moves to
a new location or takes notes), the list of suggestions is updated
every five seconds. The head-up display is positioned such that
suggestions can be scanned easily but are not distracting. If
desired, the full text of a suggested note can be retrieved with a
single chord on the one-handed keyboard.

Notes are suggested based on similarity to the current
environment. For example, upon entering a room, notes that were
previously taken in that room are suggested. When a new person
enters the room, notes that were previously taken with that person
present will also be shown, with preference to notes where both
the location and person match. As a note is typed, the text of the
note is compared to the text of previous notes using a Term
Frequency/inverse Document Frequency (TF/iDF) algorithm that
retrieves notes on a similar topic [20]. The four different
dimensions (location, people, subject, and text) are all used to
compute relevance and the four similarity results are linearly
combined to form an overall ranking of potentially relevant
documents. Earlier versions of Jimminy also used date, time, and
day-of-week as context information, though more recent versions
do not. Dimensions that have recently changed (for example,
“location” when a new room has just been entered) receive extra
weight when computing similarity.

Jimminy detects the wearer’s location and people in the area
using radio location beacons and infrared active name badges. The
active name badges use the Locust IR beacon [21], which has a
directional range of a few feet. Location beacons are Locusts that
have been modified to transmit radio instead of infrared and are
omnidirectional with a radius of about 10-15 feet. At the time of the
experiment, location beacons were placed in several rooms around
the MIT Media Lab, with one or two per room. Whenever the
wearer of the system comes into range of a beacon, Jimminy
automatically updates its record of the user’s location and who is
in the area. Sensors are integrated using a Java-based distributed
agent architecture called Hive [22], [23], which handles the low-
level beacon protocol and translation from beacon IDs into location
and person names.

Jimminy was in use at the MIT Media lab for several years, but
beacons and active badges were not always available and were not
the primary focus of the research. Location beacons were not
distributed beyond a few rooms within the MIT Media Lab and
never outside the lab. Active name badges were not used except

for demonstrations. To handle cases when location and person
beacons were not available, physical information could be entered
manually using the one-handed chording keyboard. The keyboard
was also used to enter notes and to give each note a title or subject
line. Time and date-stamps were automatically added to a note as
it was created. Due to the lack of beacon coverage, manual entry
was by far the most common way Jimminy received knowledge
about the wearer’s physical context.

2 EVALUATION

Jimminy is designed for the recording and suggesting of personal
notes, and collections of such notes take time to build and will be
greatly affected by the environment in which they are taken. To
understand how the system might be used over long periods of
time in real-world environments, Jimminy was worn and used by
the primary researcher in his daily life over the course of several
years. This was a part of the MIT Media Lab living experiment in
wearable computing.

From 1996 to 2000, Jimminy was used daily by the author and
more than 850 notes were written and annotated on topics ranging
from classes and conversations at conferences to descriptions of
dance steps. Of these, 664 were tagged with information about the
physical context in which the note was taken. The remaining notes
were plain-text files without additional tags.

The quantitative evaluation of Jimminy was designed to test the
value of suggestions and, in particular, to test whether information
about location and people in the area improved suggestions.

2.1 Method

Six different sets of paired notes were generated using the Jimminy
automatic-retrieval system: Location, Person, Subject, Note-text,
All-features, and Control group. Each set was generated by
processing notes that have already been written through the
Jimminy automatic-retrieval system as if that note was just being
entered. The first note of each pair was designated the “query”
note, the note suggested by Jimminy was the result note. Before
generating the suggestion pairs, the weights for Jimminy were
adjusted so only the desired pieces of context would be used in
generating a suggestion. For example, pairs in the Location set
were generated only by looking only at similarity in the location
field of a note’s header. Similarly, the Note-text set was generated
by taking every note and pairing it with the top suggestion
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Fig. 1. The Jimminy agent screenshot.



generated by Jimminy when all physical context and the subject
was ignored. The All-features set was generated by pairing each
note with whatever note would normally be suggested by
Jimminy, using all the physical context as well as the subject and
text of the note. The Control group consisted of random pairings.
For each set, notes that were blank in the given field were
removed. For example, the Person set had only notes that were
tagged with at least one person.

A test suite was then created by taking 50 pairs at random from
each of the six sets, for a total of 300 pairs. Pairs were then
presented in random order and without labels to the researcher
who originally took the notes. The researcher evaluated each pair
for usefulness based on the following question: “If one of these
notes were being written right now, how likely would it be for the
other note to be useful?” Notes were rated one through five, with
one being “definitely useless,” four being “probably useful,” and
five being “definitely useful.”

The primary advantage to the methodology described above is
that evaluations are performed using both “query” environments
and a notes database that actually occurred during long-term use.
Furthermore, the fact that notes were taken over the course of
several years makes it possible to evaluate long-term effects such as
returning to the same classroom for a new class during a different
school-year. However, the need for long-term usage also makes it
difficult to run tests with multiple subjects. The results described
here are only drawn from a single subject: the researcher himself
while he was a 26-30-year-old graduate student. Results would
likely differ for notes taken by subjects with other backgrounds,
such as traveling salesmen or law enforcement authorities.

It should also be noted that the real usage of Jimminy differs
from the test described above in a few important ways. First,
Jimminy shows not one but five suggestions at any one time, but
this experiment only rated the topmost suggestion that would be
displayed. Second, if a suggestion’s similarity rating is below a
certain threshold, then Jimminy does not display it at all. This
experiment scored all top suggestions, even those that would not
have been displayed due to poor confidence in the suggestion.
Also, cases where no suggestion could be found were automati-
cally given the lowest score. Third, suggestions that were
computed using the body of a note (the All-features set and the
Note-text set) were computed using the entire text of the note. In
actual use, these suggestions would only appear after the user had
typed in the entire note; suggestions that would be displayed when
the note was only halfway entered may be different. Finally, this
experiment was conducted over the entire notes collection, which
means notes might be suggested that were actually taken after the
“query” note had been written. In an actual system, the first notes
written about a new topic will necessarily produce no related
notes. Only after other notes are taken on the same topic will useful
suggestions arise.

2.2 Results and Discussion

Table 1 lists scores tallied for each of the six groups and the
percentage of pairs that were rated either “probably useful” or
“definitely useful.” The difference between the five experimen-
tal groups and the control group are all statistically significant
(p = 0.05). The difference between the All-features set and the
Note-text set was not significant.

Several conclusions can be drawn from this experiment. First, it
is clear that the standard algorithm for Jimminy (the All-features
set) produces useful suggestions, at least for this particular user
and this particular set of notes. This is a promising result and
supports the user’s subjective opinion that the system produced
useful suggestions during actual use.

Second, it is clear that the location in which a note was taken
and people who were present at the time are not nearly as useful as
the contents of a note or the subject line for determining what
information might be useful to display. While a hit rate of around
10 percent may be good enough for some applications, it is still
disappointing.

Third, the use of location, person, subject, and note text did not
significantly improve the relevance of suggestions beyond that
obtained using only the note text. This lack of improvement was
not entirely due to the physical criteria having no effect on
suggestions: 40 percent of the queries gave different results in the
All-features condition than they did in the Note-text condition.

One likely cause for the poor performance is that the location
and people in the area are poor distinguishing features for this
particular set of notes. To be a good feature for distinguishing
between notes, a feature should neither occur only once (such that
no suggestions are produced) nor should it occur so frequently that
the system is left with too many notes to choose from after filtering
based on the feature. As a graduate student, the researcher spent
very little time outside of his office or the two classrooms within
the Media Lab. He also tended to meet a large number of people at
conferences, demos, or talks that were never seen again.

Table 2 shows the breakdown of how frequently locations and
people appeared in the corpus of notes. Locations were especially
clumped, with over a third of the notes being taken in one of three
places. These locations were, in order of frequency, the common
area just outside the note-taker’s office, his office itself, and the
main classroom for the Media Lab. This is similar to problems
reported with using location as a cue for query-based retrieval in
the PEPYS system [24], where many unrelated activities occurred
when the system user was alone in his office [25]. The people
feature had the reverse problem: Over a third of the notes taken
were tagged with a person that never appeared again in any other
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notes. This is likely due to frequent sponsor demos and guest
lecturers that occur at the Media Lab. In both these situations, a
person was often met once and never seen again.

While the distribution of locations and people within the notes
database clearly contributes to the poor showing for these features,
there is another explanation: The location where a note was taken
and people present are simply a poor indicator of the topic of notes
taken for this experiment. The assumption is that notes on the
same topic as the wearer’s current conversation, lecture, meeting,
or idea will be useful. The problem is that “topic” is hard to define
and even harder for a machine to sense and represent. The features
that Jimminy actually uses (location, person, subject, and note text)
are all used as proxies for the topic of the wearer’s current thought.
It stands to reason that the best representation of this topic is the
text of the notes he is taking at the time, especially since this
feature is the richest representation of the four. It also stands to
reason that the subject line of a note will be a reasonably good
proxy for topic since the subject line is composed by the note-taker
for that purpose. The person and location fields do not have the
richness of the note text nor are they chosen specifically by the
note-taker to be good representations of topic. This does not mean
the physical context cannot still be a good proxy for topic and,
indeed, it is a good proxy in specific domains such as museum
tours. However, it does mean that the task domain and especially
the corpus of notes from which suggestions are drawn must be
chosen carefully to insure physical context will be useful for
automatic retrieval of useful information.

3 CONCLUSION

Jimminy is an example where physical context, namely, location
and people in the vicinity, is not especially useful for automatically
retrieving information from a personal notes archive. However,
given that the experiment described was conducted with only one
subject, it is dangerous to generalize these results too far. As was
stated in the introduction, the specific circumstances in which
notes are taken will have a major impact on their structure and,
thus, the usefulness of any one feature. What can be generalized
are the lessons for identifying where physical context might be
useful in such a system.

First, features should neither be so sparse that there are a large
number of unique occurrences of a feature nor should they be
clumped. Sparseness is a problem because it is unlikely that a
match will be found at all for a sparsely distributed feature.
Clumping is a problem because the feature will not distinguish
between potentially useful suggestions. The concept that rare but
nonunique features are best for retrieving information is well
understood in the information-retrieval field and is used in most
search-engine algorithms today [20].

Second, physical features need to correlate well with the topic
in which a person is currently interested and the topic of a note
that might be suggested. For example, the person feature in a
salesman’s notes may correlate very strongly with the topic
because sales activities tend to center on people. Location may
correlate well with topic in the notes of a tourist, museum patron,
or police officer.

Finally, designing just-in-time information retrieval agents
requires a good understanding of both the contexts in which they
will be used (that is, the “query” the system will use) and the
corpus from which suggested information will be drawn. By
understanding the task domain, the system can be based on
features that correlate well with the underlying topic of a note or
user’s environment.
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